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Chapter 1

Introduction

Since the early dawn of mankind, people have been more or less dependent on energy. The
heat and light from the sun has made the human life and development possible. During the
history until the second half of the 18th century, all energy usage was renewable. People
learned how to make fire (burn wood), how to use wind power to sail or run wind mills or
how to use water power.

However, this was about to change radically. New inventions, like Watt’s steam engine,
made the industrial revolution possible and the revolution brought wide-scale coal and oil
exploitation with it. Since then the total energy demand has been growing exponentially
and most of it has been satisfied with fossil fuels. The development has been continuing
and still today fossil energy is by far the most important energy source.

Present energy use has caused adverse environmental impacts, e.g. emissions from fossil
energy and nuclear power accidents. A true energy revolution may be necessary based on
renewable and clean energy. The change, however, is not simple and the existing energy
infrastructure puts its own requirements also to the new energy production.

The challenges and impacts of large-scale renewable energy exploitation are the main
topics considered in this Master’s thesis. There are two main issues that need consideration.
First, energy production is about to change from large centralized power plants to more
distributed local-scale production. This would bring a lot of small solar, biomass and wind
power production plants all around. The energy networks, especially the electric grid, may
be put to under stress in such a case. Another issue is the variability and intermittency of
the new energy production. For example, wind speed varies over time and the sun shine is
highly variable as well. A major challenge will be to compensate for the large variability.

Much of the discussion around energy is focused on electricity. Terms like power station
and power grid are normally interpreted as explicitly referring to electricity production plant
and electric network. This thesis tries to broaden the view of energy and its transportation
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CHAPTER 1. INTRODUCTION 2

to other forms of final energy as well. In this thesis different types of energy networks in a
city are examined. In addition to an electrical network, a district heating and cooling net-
work and a natural gas line could be possible. These networks have considerable capacity
to transport energy. An interesting question is to examine how such existing multi-energy
networks and their cross-use could ease the problems around renewable energy intermit-
tency.

The first part of the thesis represents the MATLAB R© program that was created to model
the multi-energy carrier networks and the energy consumption and production in the cities.
The basic structure of the model, as well as the calculation principles for energy balances
and energy transportation, are represented. In the second part, the model is used to simulate
a couple of real world cases. The first case is Helsinki, a medium-sized northern city.
The second one is Shanghai, a southern megacity. The energy systems of these cities are
described and penetration schemes of renewable and sustainable energy technologies are
analyzed. In Helsinki, the main focus is on wind power and solar electricity combined with
electric vehicles, and in Shanghai on solar energy and local small-scale trigeneration.

This work was done at Aalto University, Department of Applied Physics in the New En-
ergy Technologies Group. The funding came from Tekes (the Finnish Funding Agency for
Technology and Innovation) through the SIMBe project (Smart Infrastructure for Electric
Mobility in Built Environment).



Chapter 2

Multi-energy carrier networks

2.1 Background

The electrical network problems caused by the intermittency of the renewable energy pro-
duction have been widely known for a long time. A lot of research has been done for
example on how the voltage control or storage issues should be solved to allow the renew-
able energy sources to penetrate into electricity systems [1, 2]. More lately the smart-grid
aspect that utilizes modern information technology has come into play [3].

Also natural gas lines or district heating and cooling networks have been studied. Heat
and mass transfer has been widely investigated [4] as well as different simulation models
for the networks [5, 6]. All this research however has considered mainly only one or two
energy carrier at a time. The energy system as a whole is still widely unstudied, for example
interactions of different energy types and the intertwinement of the networks.

Geidl, Andersson et al. have introduced a multiple energy hub concept [7]. In their work,
an energy hub is a unit where different energy carriers are conditioned, converted and stored.
They have done optimization studies of how the different procedures inside the hub should
be carried out in an efficient way [8, 9]. Their research has been limited to only one hub
whereas this thesis tries to widen the inspection to cover the whole networks of different
energy carriers.

2.2 Principles and advantages of multi-energy carrier networks

The cornerstone of the thesis is the concept of multi-energy carrier networks. It means
that there are multiple different energy networks in a city and that they are intertwined in
a smart way. Mainly four different energy types are modelled, electricity, heat, gas and
cooling. A city can have networks for them all, electric power grid, district heating and

3



CHAPTER 2. MULTI-ENERGY CARRIER NETWORKS 4

cooling network and natural gas lines. On top of these, also other types of energy networks,
more virtual ones, may be included. For example electric vehicles with their batteries form
one type of energy carrier network.

Intertwinement means that the networks are connected to each other nearly everywhere,
and not just there where for example the large power plants are situated. Going into details
and very small scale, every household could form such an interconnector node between the
grids. A household could have a little fuel cell to convert natural gas into electricity or heat,
or electric chiller to make cooling out of electricity.

In the model, a city is divided into nodes (e.g. blocks or districts of a city), and each one
of them has its own energy consumption profile. In the nodes, it is possible to produce,
store or convert the energy. In practice, all calculations concerning the energy is carried out
in the nodal level. The only exception to this is the transportation of energy, which is done
in the networks connecting the nodes.

The concept of multi-carrier networks has many advantages over the traditional way of
thinking where different energy types are considered more or less separately. Multi-carrier
networks enable one energy type to solve problems in some other energy network. For
example, there can be moments in time that the renewable production is too high and the
network would not stand the electricity flows needed. In such case, the district heating
network could save the situation. Instead of transporting the power as electricity, it could
be converted and transported as heat.

Multi-carrier networks enable a bunch of new ways to store energy. A good example is
again electricity. Wind and solar power production is very intermittent, and therefore big
electricity stores (batteries) would be needed. The battery technology is though very expen-
sive and immature yet for applications large enough. One solution to the problem could be
gasification. Hydrogen (gas) could be produced by electrolysis from the excess electricity
of wind turbines and easily converted back to electricity during low wind conditions.

The structure and strength of electrical network is a limiting factor when planning the
locations of the distributed energy generation. Best places in the grid are the strong trunk
lines. With multi-energy carrier networks, the spatial area of such strong locations is broad-
ened.

2.3 Sustainable energy technologies

2.3.1 Wind power

Main components of a single wind turbine and the system connecting it to the electrical
network are shown in Figure 2.1. Wind hits the blades and rotates the axis. This rotational
energy then goes through a gearbox to a generator. From the generator, the electricity is then
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Figure 2.1: Simplified diagram of a wind turbine system [10].

led down to a transformer that sends it to the electrical network. Normally, the turbines can
operate in a wind speed range from 3–4 m/s up to about 25 m/s. The flexibility and the
sophisticated control systems allow the turbines to maximize their energy production as
well as harmonize its operation with the electrical network. [10, 11]

In theory, a turbine could produce electricity with its maximum (name-plate) capacity
throughout the year. The ratio of the actual production and the theoretical maximum is
called capacity factor. The capacity factors are typically in the range of 20–40 % depending
on the technology and location of the turbine [12]. Best located offshore turbines can reach
even above this scale.

The challenge with wind power (as several other renewable energy sources too) is its
variability. Figure 2.2 shows duration curves of wind power production of a single tur-
bine, whole Denmark and the Nordic countries. The figure shows how the geographical
spreading of the wind power production smoothens the duration curve, but still even when
considering all Nordic countries as a whole, the fluctuations are huge [13]. The geograph-
ical smoothening does not help the situation in the line of the electrical network which a
large wind power is connected to. The voltages of such a line can fluctuate dramatically if
the wind farm is oversized with respect to the strength of the grid.

As the share of wind power increases, forecasting tools and the predictability of the
production become very important. The average error in predicting wind power production
(13–37 hours ahead) is 8–9 % in the Nordpool energy market. This is much larger than the
average error in load forecasts, 1.5–3 % [13]. The gap between these should be narrowed to
ensure reliable and flexible energy system in the future.

The installation of wind power is rather simple practically everywhere in the world. This
has been a good boost for wind turbines as the demand for clean energy has grown more
and more. Between the years 1998 and 2008, the average cumulative wind power capacity
grew globally at the rate of over 30 % a year [14]. At the end of 2010, there was about
197 GW of installed wind power in the world, 84 GW of this in the European Union. The
number is seven times more than just ten years ago [15]. China and the United States are
also remarkable players in the growing market, both reaching over 40 GW in 2010 [16].
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Figure 2.2: Duration curve of wind power and the effect of geographical spreading (data
from year 2000). [13]

In 2010, the wind power represented 5.3 % of the gross final electricity consumption in
the EU. In Denmark, this figure was as much as 24 % [15]. The future is looking positive.
According to the Global Wind Energy Council, wind energy could cover 11.5–12.7 % of
global electricity consumption in 2020, and in 2030, the world could reach today’s numbers
in Denmark by 20.2–24.9 %. The numbers depend on the increase in electricity demand.
[17]

More and more electricity is produced by wind power. To be able to produce significant
shares in total consumption, small wind farms with 5 or 6 turbines are not enough anymore.
In a few years, several farms with maximum output power of about 500 MW and beyond
are built and connected to energy systems. One good example of the largest wind farms in
the world is in Roscoe, Texas. The total capacity of the Roscoe wind farm is over 780 MW
which is produced with 627 turbines [18].

As the number of wind power installations has increased dramatically in recent years, so
has done also the size of a single turbine. Wind turbines built today are about one hundred
times larger than just 20 years ago (from 25 kW to about 2.5 MW and beyond). The biggest
turbine built to date is the Enercon E126 that can produce up to 7.5 MW of electricity [19].

2.3.2 Photovoltaics

Photovoltaic cells (PV) or solar cells are electrical devices that convert the energy of light
directly into electricity. The conversion is based on semiconductors and the photovoltaic
effect. Most widely used PV cell type is the one based on crystalline silicon. On top of this,
many thin-film technologies has developed, for example cadmium telluride, copper indium
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diselenide and amorphous silicon sells. Also dye-sensitized and organic solar cells can be
included in this list.

Figure 2.3: Single cells are installed to-
gether to form modules and arrays [20].

Figure 2.3 shows how single cells can be con-
nected to each other to form larger units in sup-
port and stand structures. These are called mod-
ules. They are often planned to produce the com-
mon 12 V voltage. Modules can then be con-
nected in parallel or in series to form an array of
desired voltage–current combination. [20]

Solar production is very fluctuating which
causes challenges for the energy system. The
production is characterized by a strong day–night
rhythm as well as seasonal and random variations
(e.g. cloudiness of the weather). In the same
fashion as with the wind power, the forecasting
of the production is essential in energy markets,
and even though the daily and seasonal varia-
tions are regular and completely predictable, the
challenge in forecasting is the random fluctua-
tion caused by weather conditions.

An advantage of solar cell technology is that the cells can be integrated in the built en-
vironment, rooftops, windows etc. (BIPV, building-integrated photovoltaics). This brings
distributed generation right on the place where the electricity is consumed. The sizes of
BIPV installations vary from a few kilowatts to about one megawatt. On top of the BIPV
solutions, also large PV power stations have been connected to the energy system recently.
Their sizes today are in the range of 25–100 MW, but even larger ones have been planned.

As in wind power, also in solar cells the global growth rates have been huge in recent
years. In 2010, there were almost 40 GW of installed PV power and that produces about
50 TWh of electricity. These numbers are about 2.5 times higher than just two years be-
fore and seven times higher than in 2005 (Figure 2.4). The EU is the market leader since
approximately 75 % of world’s PV production lies in Europe.

European Photovoltaic Industry Association has forecasted that the installed PV capacity
will continue its rapid growth, and that in 2015, the cumulative capacity could be some 130–
200 GW, depending on the policies of the countries. The fastest development is expected in
China and North America. They are about to increase their capacity by more than 10-times
over the present situation. In China, the capacity can grow to even 20 times larger. [21]

As the PV technology has been developing, the costs of PV produced electricity has come
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Figure 2.4: Development of the cumulative installed PV capacity in the world [21]. APEC
means Asia-Pacific region countries that include South Korea, Australia, Taiwan and Thai-
land.

Figure 2.5: The predicted development of PV and utility electricity prices [22].

down. In 2004, it was estimated that grid parity (time when PV electricity costs are at the
same level as the one of other sources) will be achieved in 2020–2030, momentarily in the
most sunnier places maybe already in the beginning of 2010s (Figure 2.5) [22]. And indeed,
first reports from for example Australia now tell that grid parity could have been achieved
[23].



CHAPTER 2. MULTI-ENERGY CARRIER NETWORKS 9

2.3.3 Micro-CHP and trigeneration

Micro combined heat and power (micro-CHP) is a technology where heat and power de-
mands of a single household, office building or a block of them are satisfied with one pro-
duction unit system. A good example of this is a fuel cell or a gas turbine that produces
electricity for the building but at the same time produces heat. Normally, this heat would be
wasted but in micro-CHP systems it is gathered or stored and then utilized. The gathered
energy may heat up the building or its domestic hot water.

Trigeneration is a term that describes energy production in which also cooling is produced
at the same time with heat and electricity. It is sometimes called also combined heat, cooling
and power (CHCP) production. There is a schematic illustration of a trigeneration system
in Figure 2.6.

Especially solid oxide fuel cells (SOFC) are a good option as the main energy source of a
trigeneration plant because they operate in very high temperatures (600–1000 ◦C) and thus
produce very high-grade (i.e. hot) heat. The high-grade heat may be led to an absorption
chiller to be converted into cooling energy or directly used in heating systems. The high
temperature makes it possible to utilize the waste heat to a great extent. Total efficiencies
of even 80 % are possible [24].

Solid oxide fuel cells are electrochemical devices that convert chemical energy straight-
forwardly into electricity and heat. There is an schematic representation of the operation
principle of the cell in Figure 2.7. Fuel (typically hydrogen or natural gas) is led to an anode
where it get oxidized and sends electrons to an external circuit. At the same time oxygen
(pure O2 or air) is reduced at a cathode, i.e. it receives electrons from the external circuit

Cooling
CCoolldd  

wwaatteerr  
ttaannkk

     Cold

Domestic
hot water

Space
heating

        

AAbb--

ssoorrppttiioonn  

cchhiilllleerr

HHoott  
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ttaannkk

        Heat

Electrical 
network
Electricity 

import / export

Electricity 
consumption 

(lighting, TV, 
refrigerator etc.)

       Electricity

FFuueell  

CCeellll
Fuel

Figure 2.6: An example of a trigeneration system.
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Figure 2.7: Operation principle of solid oxide fuel cells. [25]

and oxygen ions (O2−) are formed. These ions travel through the electrolyte layer to the
anode side, where they react with hydrogen ions and form water. Electrolyte between the
electrodes does not conduct electrons, which is why they are compelled to travel through
an external circuit and electricity is born.

Fuel cells have several advantages, for example they do not necessarily produce any
pollutions. The only exhaust is water if hydrogen is used as fuel. Secondly, there is no
burning process in fuel cells, which means that there is no Carnot limit for efficiency. Third
main advantage is that they are flexible in many sense. The power is easily scalable, it can
be increased by adding more cells into one stack. The variety of fuels is also wide. On top
of the hydrogen, also different types of carbon compounds can be used, for example carbon
monoxide or hydrocarbons. Furthermore, the cells have no moving parts which makes them
silent and also very little mechanical degradation can occur.

High operating temperature places requirements for significant thermal shielding around
the cell and results in a slow start-up. Hot temperatures require also very durable materi-
als. The main technical challenge in SOFC industry is thus the development of cheap and
durable materials [25].

Absorption chiller is a thermochemical device that uses heat to produce cooling. There
is a simplified diagram of it in figure 2.8. The operation is based on boiling at very low
pressure where the boiling point is also low. The chiller needs two different substances,
refrigerant and absorbent (e.g. ammonia and water respectively). The heat (that drives the
cycle) makes the refrigerant to boil out of the refrigerant–absorbent solution. This happens
under pressure in a generator. The hot refrigerant vapour is passed through a cooling coil
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Figure 2.8: Cycle diagram of an absorption chiller [26].

and condenses into liquid. The liquid refrigerant is then evaporated at very low pressure
and the cooling effect is achieved, because the energy required for boiling is taken from the
surroundings (i.e. the water that is flowing through to be cooled down). The name of the
chiller comes from the absorption process after the boiling. There, the refrigerant vapour is
absorbed back to the absorbent and the cycle is ready to be repeated.

The sizing of trigeneration plants may vary from a few to about one hundred kilowatts,
depending on the type of the fuel cells. With SOFC technology, it is possible to achieve the
100 kW scale, and even more [27].

Trigeneration has one huge advantage over the wind and solar power, its controllability.
For this reason, it would also be an interesting option to operate such a system together with
those renewable energy sources. It could be turned on when other production is low and
vice versa. During the operation, it could charge thermal storage, and the stored energy can
be utilized when the system is off.

Trigeneration suites well in built environments and especially places where the cooling
load at summer and heating load at winter are relatively high. As electricity load keeps
comparatively stable throughout a year (or at least the yearly variation is much smaller
compared to cooling and heating), it is favourable that there is always some thermal by-
product of electricity to be produced. This way the efficiency and utilization degree of the
system stay always at high level.
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2.3.4 Plug-in electric vehicles

Since the transport sector is responsible for 25% of the world’s emissions [28], it is impor-
tant that the worldwide road traffic could be turned into electrical. All-electric vehicles are
beginning to come to market but their short operation distances decrease their attractive-
ness. This example shows that the main technical challenge with electric vehicles (EV) and
their market penetration is the battery technology. Lithium-ion batteries used today with
EVs, are still too expensive and have too low energy density. They are also the main reason
for the high prices of the vehicles. [29]

Before all-electric vehicles become competitive with combustion engine cars, plug-in hy-
brid electric vehicles (PHEV) offer a good intermediate step towards less polluting traffic
system. PHEVs are hybrid vehicles that have rechargeable batteries to store energy. The
batteries are charged by connecting the car to an external electricity source (usually elec-
trical grid). Contrary to all-electric vehicles, plug-in hybrids have also internal combustion
engine on top of the electric one. This engine can be used as in normal hybrid vehicles,
where the electric power train is installed to achieve better fuel economy and less emis-
sions.

Although plug-in hybrids won’t make the traffic completely fossil fuel free, they are
an important step towards all-electric vehicles. The fuel consumption is radically smaller
than the one of the normal combustion engine vehicles. For example Toyota Prius Plug-in
Hybrid that goes on sale in early 2012, consumes only 2.2 l/100 km when driving with
hybrid mode [30]. All-electricity mode offers of course zero consumption. Diesel hybrid
Volvo V60 Plug-in promises only 1.9 l/100 km [31]. Carbon dioxide emissions are only
49 g/km in both cars.

The main principle of PHEVs is to drive first with electricity only and if the batteries are
depleted, the combustion engine is turned on. There are different techniques to accomplish
this. The engine and electricity may be used in combination to produce the propulsion for
the wheels. In some vehicles (called extended range electric vehicles), combustion engine is
used only to charge the electric batteries without driving the wheels directly. Extra charging
of the batteries is also achieved by regenerative braking, in which the kinetic energy of the
wheels is converted back to electricity.

If the driving distance is small, it is possible to drive the whole trip with electricity only.
Most of the car use is for short home-to-work type of trips. In Finland, 80 % of the trips
made by private cars are shorter than 20 km [32]. All these trips could be easily driven with
electricity only, especially if the charging is possible between the trips. Person living close
to his or her work place, wouldn’t have to burn any fossil fuel in normal every-day use. This
means that plug-in hybrids, even with relatively short all-electric range, could transform the
traffic into dramatically less polluting.
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Plug-in hybrids can be charged from the normal wall socket with normal 230 V (or 120 V)
grid voltage. In Finland, the required recharging infrastructure is rather ready, since there
are sockets for preheating the cars installed in many parking lots. These could be used
also with PHEV charging. The problems may occur when recharging the vehicles quickly
with high power, and if the grid is not strong enough. This is why different smart grid
applications are being developed. The target is to control the grid load so that it would
never rise too high.

PHEVs are interesting also by offering an option for grid stabilization. With smart charg-
ing/discharging strategies, it could be possible to level out the fluctuations in network load.
In this scenario, PHEV batteries would be used as short-term electricity storage. The
recharging could be timed to the moments of high production, and when the production
is low, the energy in the batteries could be feed into the grid. More stable grid load would
mean more reliable network and more predictable energy market behaviour.



Chapter 3

Description of the model

The thesis and the used model is based on power (kW, MW) and energy (kWh, MWh)
and no network voltages, pressures or temperatures are considered as such in the code.
This way, the connections and interactions between the networks are as simple as possible
and the different forms of energy are easily comparable with each other. If one wants to
calculate for example the voltages in the electrical network, it can be done afterwards when
the transported amounts of energy and power are known [33].

The MATLAB R© model is completely based on the model described in [34]. The doc-
umentation and more thorough description of the MATLAB R© functions, their input and
output parameters are explained there. This chapter discusses the energy questions and
phenomena behind the MATLAB code. It shows what type of simulations can be run and
also clarifies the calculation principles.

3.1 Energy networks and energy profiles

3.1.1 City energy networks

The overall area of a city is modelled with a square, the size of which depends on the size
of the city in real world. This large square is divided into several smaller squares called
nodes. In practice, all calculations are carried out at the nodal level. It is also possible to
divide one of the nodes into subnodes, for example a node of size 1 km × 1 km could be
divided into one hundred 100 m × 100 m nodes.

The nodes are connected to each other with different energy networks. The model can
include maximum of four different networks at a time, for example electricity, heat, gas
and cooling. There is its own network for each energy type, and it does not need to follow
the other networks in any way.

Every network must have a base node (or an interconnector node). The base node con-

14
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nects the network to an upper-level energy transportation grid. In the electrical network for
example, the base node means the transformer connecting the urban distribution network to
national transmission lines. The base node delivers all the energy needed (but not produced)
within the area. Also, if there is more production than consumption, the base node receives
the extra energy that is not consumed or stored. If no upper transmission level exists (for
example with local district heating network), the base node may be used just to find out the
energy imbalances of the whole city.

It is important that the networks do not have any loops and that every node is connected
somewhere. This means that if there is no heating network in the city but heating is studied
in the simulation, there has to be a heating network in the model. In such a case, the network
is purely virtual, and the calculations can be run so that no energy is put to flow there.

To create the networks, two different strategies were considered. Both of them are based
on the direct Euclidean distance from a node to the base node. The node is connected to
the neighbouring node that is either closest or second closest to the base node. If there are
two possible options, the node is chosen by random. In the latter strategy (connecting to
the second closest), the second closest and third closest nodes may be at the same distance.
In this case, the closest node is chosen instead of these two. The differences of these two
strategies can be seen in Figure 3.1.

For the case studies, the networks were created by connecting the nodes to the neighbour
second closest to the base node (right one in Fig 3.1). No accurate data was available on
the network structures of the studied cities. However, there is no big difference between
the strategies. The total length of the network is same using both strategies. The chosen

 

Figure 3.1: Two different networks. The left one is created so that the nodes are connected
to the neighbour closest to the base node (16) and the right one so that the connection is to
the neighbour second closest to the base node.
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strategy was picked up mainly because it creates networks with more visually prominent
division between strong trunk lines and side branches.

3.1.2 Hierarchy of nodes

In a loopless network, the nodes have a hierarchy between themselves. Terms master, slave,
upstream and downstream are used later in this thesis. Figure 3.2 clarifies these terms.
Master is the neighbouring node that is the next one in line towards the base node. The
whole line is called upstream. Slaves are the other neighbouring nodes, i.e. those that are
pointing away from the base node. Downstream includes in addition to the slaves, also
slaves’ slaves, their slaves and so on.

 

SLAVE 

SLAVE 

DOWNSTREAM 

MASTER 

4 2 

5 1 3 7 

6 8 

UPSTREAM 

Figure 3.2: Hierarchy of the nodes. The terms are related to node 4 (white circle). Node 8
(white square) is the base node.

3.1.3 Dividing consumption profiles among the nodes

Normally, energy consumption data is available only for the city as a whole. Thus this
data has to be distributed to the nodes. It is possible to do it manually for each node, but
this may be tedious and troublesome. A faster way of creating the node-wise consumption
profiles was developed. It is based on the city model where the office buildings are located
closely in the city center and manufacturing industry some dozens of kilometres away from
there, actual distance depends on the size of the city. Homes are distributed more equally
throughout the city.

Three different consumer types were considered: office, manufacturing and households.
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The density di of the consumer type i is modelled with Gaussian function

di(r) = d0,ie
−αi(|r|cc−r0,i)2 (3.1)

In above equation, d0,i is the maximum density, αi positive constant describing the width
of the density distribution and r0,i is the distance from the city center at which the density
is peaked. Notation |r|cc means the distance of the point r from the city center (cc).

On top of the spatial distribution of consumer types (Equation 3.1), also a temporal base
profile hi(t) is needed for each consumer type i. This describes how the load of a one
consumer (of the type considered) is distributed temporally over the whole simulation time.
The consumer type-wise consumption profile qi(r, t) is then

qi(r, t) = di(r)hi(t) (3.2)

This equation shows that the units of d and h should be compatible in a way that the unit
of qi(r, t) is MW. If the densities are measured with unit ‘persons/area’, the temporal base
profiles should be scaled so that it describes the average load of one person. To get the total
consumption Q of the node n at time step t, one must sum all the consumer types together:

Qn(t) = A
3∑
i=1

qi(rn, t) (3.3)

where A is the area of the node and rn means the coordinates of the center point of the
node n. After calculating node-wise profiles Qn, one has to check that their sum at every
time step matches with the one of the whole city Qcity. If this is not the case, the node-wise
profiles Qn has to be scaled to a correct value. The correct scaled profile Q′n(t) is thus
found out by

Q′n(t) = Qn(t)
Qcity(t)∑
kQk(t)

∀n, t (3.4)

The process above is repeated for all energy carriers. The densities di are the same but
the temporal base profiles hi may be totally different.

3.2 Energy balances in the nodes

The goal of this section is to describe different methods how the node-wise energy balances
D are calculated (the letter D comes from ‘power to be Distributed’). The calculations
are based on the node-wise production and consumption data, P and Q respectively. Their
difference is called net production N . (From now on, the time step is marked as superscript
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instead of the brackets i.e. Pn(t) = P tn.)

N t
n = P tn −Qtn (3.5)

The simplest method to run the simulation is to ignore all storing or conversion possibilities
and use N as D

Dt
n = N t

n (3.6)

The above equations shows that when D has a positive value, the node does not need all
the energy it produces. Respectively, negative values show that the node is not producing
enough and it needs to import energy from the network.

3.2.1 Conversion

Conversion between the energy types enables their mutual interaction and makes the model
a multicarrier model. There are many different ways and technologies to actually do the
conversions, electric heaters, micro-CHP, boilers etc. In spite of the wide technology spec-
trum, model-wise though the principles how the conversions are carried out, are the same.
One needs to define the conversion efficiencies or coefficients of performance (COP) be-
tween the energy carriers. Those are marked with ηa.b where a is the energy carrier that is
converted into energy b.

When converting z MW of energy type a into energy type b at node n and at time t, the
equations are {

Cta,n = −z
Ctb,n = ηa.b z

(3.7)

where Cta,n and Ctb,n means the amount of converted energy. Negative value means that
energy is converted into some other type, and positive one that some other energy type is
converted into that type. Conversion affects the net production in Equation 3.5, and with
the conversion term it looks like

N t
n = P tn −Qtn + Ctn (3.8)

The rules, when the conversion is done and between which energy types, depend on
the studied case. They are made clear in Chapter 4 when different conversion cases are
represented.
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3.2.2 Storage

Storage makes it possible to control and modify the temporal behaviour of the energy sys-
tem. It is a way to transport the energy not spatially but temporally. The model includes
two different ways of local energy storage, straight and limited. They both are based on
the idea that before exporting energy to the network (or importing it from there) the state
of the stores is checked. If there is surplus energy production after the consumption and
conversion needs of the node are satisfied (N t

n > 0) and there is storage capacity free, the
energy is stored. The same applies also for the energy deficits (N t

n < 0). Satisfying the
deficit from the stores is preferred to doing that from the network. This way, the network
comes into play only at the moments when the storage capacity is not sufficient for the
energy imbalances.

In the straight storage method, all the energy that is possible to be stored, is stored. The
only limit is the storage capacity (how much energy fits in). In the same way, it is possible
to take all the energy out of the store if needed. The amount of energy (MWh) in the store
at tth time step (St) can be calculated if the state of the store at the previous time step is
known:

Stn =

{
min

{
St−1
n +N t

n∆t, Smax,n

}
, if N t

n > 0 (charge)
max

{
St−1
n +N t

n∆t, 0
}
, if N t

n < 0 (discharge)
(3.9)

where ∆t is the length of the time step (1 h in this thesis) and Smax,n the maximum amount
of energy that fits in the store at node n.

In the limited method, there are limitations concerning how much energy it is allowed
to take out of the store or to put into there. The limitations are implemented by two extra
coefficients xin and xout. They tell how big share of the energy in store (or the free storage
capacity) can be utilized. For example, if xin = 0.5 and the store is half full, it is possible to
charge the store only up to 75 %. Thus, only half (xin) of the free capacity is utilized. With
the limitations, Equation 3.9 can be written as

Stn =

{
St−1
n + min

{
N t
n∆t, xin

(
Smax,n − St−1

n

)}
, if N t

n > 0 (charge)
St−1
n −min

{∣∣N t
n

∣∣∆t, xoutS
t−1
n

}
, if N t

n < 0 (discharge)
(3.10)

Equations 3.9 and 3.10 assume that the charging, discharging and keeping the energy in
the store happen with efficiency of 100 %. If this is not the case, one could add the efficiency
factors into the equations:

Stn =

{
min

{
ςSt−1

n + ς+N
t
n∆t, Smax,n

}
, if N t

n > 0 (charge)

max
{
ςSt−1

n + 1
ς−
N t
n∆t, 0

}
, if N t

n < 0 (discharge)
(3.11)
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Stn =

{
ςSt−1

n + min
{
ς+N

t
n∆t, xin

(
Smax,n − ςSt−1

n

)}
, if N t

n > 0 (charge)

ςSt−1
n −min

{
1
ς−

∣∣N t
n

∣∣∆t, xoutςS
t−1
n

}
, if N t

n < 0 (discharge)
(3.12)

where ς , ς+ and ς− are the efficiencies of keeping energy in the store, charging the store and
discharging the store, respectively. The difference between the efficiency factors in front of
the N t

n (ς+ versus 1
ς−

) is because in the charging, the energy impact to the store is smaller
than the amount of energy that is originally tried to be stored (all of N t

n does not go to the
store but some of it is lost), respectively in the discharging, more energy is needed to take
out of the store than finally is used, because a part of it is lost before the use.

The efficiencies under 100 % mean that part of the energy is wasted (W ). The amount of
it is

W t
n = (1− ς)St−1

n +

{ (
1
ς+
− 1
) (
Stn − ςSt−1

n

)
, if N t

n > 0 (charge)

(1− ς−)
(
ςSt−1

n − Stn
)
, if N t

n < 0 (discharge)
(3.13)

The first term of the sum are the losses that occur when the energy is kept in the store and
the second term relates to charging and discharging. After the losses and the amount of
stored energy is known, it is possible to define how much energy may be distributed away
from the node:

Dt
n =

{
N t
n − 1

ς+∆t

(
Stn − ςSt−1

n

)
, if N t

n > 0 (charge)

N t
n + ς−

∆t

(
ςSt−1

n − Stn
)
, if N t

n < 0 (discharge)
(3.14)

3.3 Energy flows

After the balances D are calculated for every energy type, energy flows F in the networks
are found out. At this point no conversion or storing questions need to be pondered any
more, it is done already before defining the final values of Ds. All energy carriers can be
calculated with the same principles.

The sign of the flow tells which direction the energy in the line is flowing to. If the flow is
positive, the energy is flowing downstream (towards the tails of the grid), and respectively
negative flows mean that energy is flowing upstream (towards the base node).{

F < 0 ⇒ Energy flows upstream (towards base node)
F > 0 ⇒ Energy flows downstream

(3.15)

Calculating the flows is simple. The amount of energy needed to be transported through
a line is the sum of the energy needs of the downstream nodes. Thus, the flow of the line l
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at time t is
F tl = −

∑
n∈ ds(l)

Dt
n (3.16)

The notation ds(l) means all the nodes downstream from the line l. The minus sign in the
equation is needed to make the flow to follow the rules in Formula 3.15. The flow from the
base node to the outside world can be calculated in the same way as the flows in normal
lines, with the Equation 3.16. In that case, the summation is just taken over all the nodes in
the grid. This base node flow tells in practice the energy balance of the whole city area.

Equation 3.16 assumes that the energy needed to be transported downstream equals to
the energy balance of the downstream nodes. This assumption neglects the losses that
occur when transporting the energy (so called flow losses that are described later). The
needed flow should be a bit more than the value given by the equation. The advantage of
the assumption is that all numerical iteration loops in the flow calculations are avoided, and
thus the calculation routine stays very simple and fast but also accurate enough.

3.3.1 Energy flow channels and overflows

The transportation capacity of the networks is limited. The strength of the network is essen-
tial when planning where extra energy production and consumption can be located (without
strengthening the network). This thesis assumes that the networks are able to transport the
same amount of energy in both directions, upstream and downstream. The limits of the
transportation are called a flow channel Φ. The absolute value of the flow in the line l
should be smaller than the corresponding channel:∣∣F tl ∣∣ ≤ Φl ∀ t (3.17)

If Equation 3.17 does not hold at some time step, the flow exceeding the channel is called
overflow F̂ .

F̂ tl =

{
max

{
0, F tl − Φl

}
, if F tl ≥ 0

min
{

0, F tl + Φl

}
, if F tl < 0

(3.18)

Overflows somewhere in the grid mean that the network is not sufficient to transport all
the energy that is required. These problems should be solved either by strengthening the
network or by modifying the production/consumption of the nodes downstream from the
overflow line. The sign of F̂ tells whether there are too much energy flowing upstream or
downstream (see Formula 3.15).

In this thesis, flow channels are defined according to reference cases that reflect the situ-
ation in the cities at present. The flow channel is set to the maximum value of the flow in a
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one-year simulation of the reference case (ref).

Φl = max
t

∣∣F tl,ref

∣∣ (3.19)

This means that the networks in the cities are sized exactly so that they survive from the
present yearly consumption profiles but no higher flow peaks. Defining the channels like
this, is a good way to make comparisons with different energy scenarios and the reference
case. This approach also targets to cases where the networks are not put under any more
stress than at the moment.

3.3.2 Energy flow losses

At the same time as the flows are calculated, also the losses in the lines are found out. The
calculating principles of the flows of different energy types were the same, but for the losses
they are not. This is due to different physical phenomena behind the losses.

Electricity. The loss of electrical power in the cable l (Le,l) is proportional to the square
of the electric current I in the line and thus also to the square of the flowing power Fe

Le = RI2 =
R

U2
F 2
e (3.20)

where R, I and U are the resistance, electric current and voltage of the line. The above
equation may be written as

Le,l = κlF
2
e,l (3.21)

Here the sub-index e refers to electricity and κ is the loss coefficient that can be scaled in
the simulation so that the overall losses throughout the year and in the whole city, match
with the real values in some well-known reference case.

Heat. Two factors cause the losses in the district heating network. They are the tempera-
ture difference between the hot water in the network and the ground, and pumping the water
to flow. Based on the literature [35], the pumping losses can be neglected when inspecting
the situation from the power system point of view. Thus only temperature-caused losses are
considered here.

At summer time when outside temperatures are warm and heating demand is small (in
practice only domestic hot water), the energy flows in the network are regulated by in-
creasing (decreasing) the water flow. At winter when the heat demand may become huge,
increasing the water flow is not enough anymore, but one have to raise the temperature of
the water too. Then also the heat radiation from the pipes to the ground (i.e. losses) becomes
stronger. Because the variables that affect the losses, the temperature and the mass flow, are
not controlled separately for every line, the heat losses are calculated for the whole network
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at once:

Lth =

{
L̃h, if F th,tot < F0

λF th,tot, if F th,tot > F0

(3.22)

L̃h is the minimum energy that is lossed in the network at each time step even if no heat
energy is used (water stands idle in the pipes and cools down). λ is a constant coefficient
and F0 the energy flow after which the temperature of the water in the pipes has to be
increased. The value of Lth must be unambiguous when F th,tot = F0 which why

L̃h = λF0 (3.23)

The two free parameters (λ and F0) can be chosen so that the overall losses match with the
realistic values of the reference case.

If one wants to know how the losses are approximately divided between the lines, one
must take into account that the pipes have different diameters. Hagen–Poiseuille equation
states that the mass flow rate ϕ in the pipe is proportional to the fourth power of the pipe
radius ρ [36]

ϕ =
π∆p

8νs
ρ4 (3.24)

where ∆p is the pressure difference between the ends of the pipe, ν is kinematic viscosity
and s length of the pipe. If the temperature in the pipe stays constant the transported energy
flow F is directly proportional to the mass flow. Because of the assumption that the pipes
are sized according to the maximum flows (i.e. flow channels Φl), it must hold for the radius
in line l

ρl ∼ 4
√
ϕmax,l ∼ 4

√
Φl (3.25)

The losses depend on the surface area of the pipe Ap which is directly proportional to the
radius. Using 3.24 and 3.25 one gets

Lh,l ∼ Ap,l ∼ ρl ∼ 4
√

Φh,l (3.26)

Lh,l = kh
4
√

Φh,l (3.27)

where k is a scaling factor that has to be adjusted so that the overall losses in the pipes
match the one of the whole grid (Lh in Equation 3.22):

Lh =
∑
l

Lh,l (3.28)

Cooling. Cooling losses are based on temperature differences too. It is assumed that the
district cooling network is strong enough so that all differences in cooling demand can be
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met by adjusting the water flow. This means that the temperature of the cold water in the
pipes stays always constant and thus the losses are constant and do not depend on time

Ltc = Lc (3.29)

In the same way as with heat, the overall losses can be divided for every single line by
examining the flow channels. Equations similar to 3.27 and 3.28 can also be deduced for
cooling:

Lc,l = kc
4
√

Φc,l (3.30)

Lc =
∑
l

Lc,l (3.31)

Gas. The thesis assumes that no gas escapes from the pipes when it is transported. Thus
the gas losses are zero by definition:

Ltg,l = 0 ∀ l, t (3.32)

3.4 Tracking energy flows in the networks

This section presents a way to find out answers to two questions.

• Where is the energy produced, which is consumed at node n?

• Where does the energy, which is produced at node n, flow to?

The answer to the latter question is a column vector yn of length N + 1, where N is the
number of nodes in the grid. The ith element tells how much node-n-produced energy
(in MWh) is consumed at node i. The last element (N + 1) represents the outside world,
i.e. how much energy comes through the base node from outside the grid.

Calculation is started from the node n, and continued by examining all the nodes where
the flows transport energy from there. During the calculation, data about the nodes that still
have to be calculated must be stored somewhere, so that all nodes in lines also with many
branches are calculated. Calculation algorithm (that considers only one specific time step)
to find yn is as follows:

1) Check the value of Dn. If it is negative, no energy can flow outside the node, and all
node-n-produced energy is consumed locally at node n. The calculation can be stopped
and yn has only one non-zero element, nth one that has value Pn. If Dn is however
positive, energy gets to flow in the grid, the value of the nth element of yn is Qn and
the calculation has to be continued.
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From now on some general node x in the calculation routine is considered. An assumption
is made that there are k incoming flows F1, . . . , Fk and m outgoing flows G1, . . . , Gm.

2) Find out the incoming flows F1, . . . , Fk. Each of them has a composition

Fi = [f
(n)
i f

(−n)
i ] (3.33)

so that |Fi| = f
(n)
i +f

(−n)
i . Here f (n)

i is the energy that is produced at node n and f (−n)
i

is produced somewhere else. The composition for the flow coming from the direction of
node n is known because of step 5 in the previous iteration rounds. For the rest incoming
flows the value of f (n)

i is 0 and the composition is Fi = [0 |Fi|]. Total incoming flow
to node x is now

Fin =

k∑
i=1

|Fi| (3.34)

that has a composition

Fin =

k∑
i=1

Fi =

[
k∑
i=1

f
(n)
i

k∑
i=1

f
(−n)
i

]
(3.35)

3) Similarly to incoming flows, also energy balance Dx of the node is divided into a two-
component vector (the first element refers to node-n-produced energy and the second
one to energy produced somewhere else):

Dx =

{
[0 Dx] , if x 6= n

[Dx 0] , if x = n
(3.36)

4) If Dx < 0, node x consumes energy from the grid (and part of that energy comes from
the node n). The amount of this energy is

Qgrid =
[
q(n) q(−n)

]
=
|Dx|
Fin

Fin (3.37)

Vector yx can be updated. The xth element of it gets value q(n).

5) The compositions of the outgoing flows Gi are calculated:

Gout = Fin + Dx (3.38)

Gi =
Gi∑m
j=1Gj

Gout (3.39)
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6) Take the next node and go to step 2. This procedure is continued as long as there are
still nodes to be calculated.

After repeating the procedure for every node, one should have N vectors y1, . . . ,yN ,
each one of them telling the destination distribution of the energy produced at the corre-
sponding node. To find out where the energy comes from that is consumed at a specific
node, the vectors can be arranged in a matrix

Y = [y1 y2 . . . yN yN+1] (3.40)

The last column (N +1) is for the outside world (i.e. how much energy comes from outside
the grid). It cannot be obtained from the calculation routine above, but has to be calculated
separately. The jth element of it is:

y
(j)
N+1 = Qj −

N∑
i=1

Y
(j)
i (3.41)

where Qj is the consumption of the node j. The ith horizontal row of Y tells where the
energy to the node i comes from.

3.5 Linking electric vehicles to the model

From now on, terms electric vehicles and EVs refer always to plug-in hybrid vehicles, which
was the technology studied here. EVs can be considered both energy storages and energy
carriers. In this thesis, they are used mainly for modifying the local production/consumption
profiles in the nodes. For example, if solar panels are producing too much electricity on a
sunny day, EVs could be told to recharge so that the local production does not have to be
fed into the network but can be consumed locally and the grid does not suffer too high load
peaks.

The EV simulation was executed with a different MATLAB R© model created by Lind-
gren [37]. Lindgren model is based also on nodes, but they are a bit different by nature
from the nodes of this thesis. They are smaller and in practice one workplace, shopping
centre, hobby place or block of flats forms one node. The nodes are connected to each other
by roads. Each car in the simulation has its own home and workplace. Cars move in the
city between the nodes and consume electricity from their batteries, and when they arrive
at a node with charging sockets, they are able to recharge. The model is described more
thoroughly in Lindgren’s master’s thesis.

The connection between the two models was made by dividing the nodes of this thesis
into four subnodes for the Lindgren model, one node is empty, one for houses, one for
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0 
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W 

Figure 3.3: The connection between the nodes of this thesis and Lindgren’s EV simulator.
The node of this thesis (grey square) is divided into four subnodes: empty node (0), home
node (H), workplace node (W) and node for shops, hobbies etc. (S).

workplaces and one for other purposes (shops, hobbies, etc.). Schematic illustration of this
is in Figure 3.3. The empty nodes are used to connect the nodes of this thesis to each other
in the Lindgren model. Distances of the subnodes from the empty central node are half of
the width of the square node of this thesis. This distance is significant because it affects
directly the kilometres driven by the cars.

The urban structure of the city (explained earlier in Section 3.1.3) is included to Lindgren
model with the car data. More cars could be chosen to be those that have their home
nodes where the household density is larger. Respectively, the work places of the cars are
chosen in a way that the majority of the cars has their workplace in areas with high office
or manufacturing density. The shares of which car lives where and where its working place
is, are directly proportional to the consumer type densities of Equation 3.1.

3.5.1 Smart charging strategy

The goal with EVs was to cut off the highest local production peaks of electricity. In other
words, the EVs were wanted to charge at the time when PV cells are producing too much
electricity for the network to transport.

It was not possible to run both MATLAB models simultaneously so that they would have
communicated or interacted with each other. Instead, the simulation was run so that first
the model of this thesis was run through without any EV impact. Large PV installations
were expected to cause heavy overflows in the electrical grid. After this first simulation
was run, the overflow moments were tracked for every node at every time step. At the same
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time it was found out how much the solar production should have been reduced, so that the
overflows would not have occurred. This way so called must-profile was created for every
node. It tells how much the cars at the node must recharge their batteries at each time step
i.e. how much they have to increase the consumption so that the high production peaks do
not have to be exported to the grid.

It might also be possible that the cars would be recharging too much. For example if
there is no solar production but the cars need huge amount of energy, they might cause the
overflows to the opposite direction to PV overflows. Because of this, also another profile
was tracked with the must-profile. This one is called may-profile. It tells how much the
vehicles are allowed to charge.

Based on these two profiles, a charging strategy for the cars was created. The most
important feature of a smart strategy is that it has to be at least somewhat predictive. All
smartness and optimization possibilities will be lost if the strategy does not know anything
about the future. It would not be possible to maintain the storage or charging capacity (i.e.
the deficit in batteries) for the moments they would be needed.

The strategy used here assumes that the must- and may-profiles as well as the traffic (i.e.
locations) of the cars are known two days beforehand. The algorithm tracks the must-profile
and detects if the profile differs from zero. In other words, the algorithm finds when and
how much local EV charging is needed. After this, it finds out which cars are at the node in
question at those time steps. It is good to notice that the cars may move to the node later and
be now somewhere else. Because the algorithm knows the traffic of the cars, it knows also
how much energy they are using from their batteries before reaching the node and before the
critical time steps. Based on these pieces of information (how much recharging is needed,
which cars are at the node at the must-recharge moments & how empty their batteries need
to be then) it is possible to tell the car if it may or must not recharge now. May-profile is
taken into account by just checking that the recharging power does not exceed the value in
the profile. If it does, the power could be reduced so that the problem will be solved.



Chapter 4

Energy profiles and case studies for
Helsinki and Shanghai

This chapter describes the present energy infrastructure in Helsinki and Shanghai. Con-
sumption and production profiles are represented. Since direct hourly data of the consump-
tion profiles was not available, the chapter describes how the hourly load profiles were
created based on the available data. Finally, the chapter tells what types of renewable en-
ergy scenarios for the cities are simulated with the model. The results are represented in the
next two chapters.

4.1 Helsinki

Helsinki is a northern city (60◦N) with about 590 000 inhabitants. The population of the
whole metropolitan region is over 1.3 million. Helsinki is fairly sparsely populated which
has its influences on the energy infrastructure. The population density is only 2800/km2

(450/km2 in metropolitan region).
The climate in Helsinki has very large seasonal variations which affect the energy con-

sumption a lot. The temperature may vary from −30 ◦C at winter to over +30 ◦C at sum-
mer. The amount of daylight varies too. At winter, the light time is very short (only about
5 1

2 hours of daylight during the winter solstice), and at midsummer, the sun shines over
18 hours a day. This has a direct impact on the lighting needs, and thus on the electricity
consumption.

Only electricity and heat are considered in Helsinki cases. The cooling load (1 TWh)
throughout the year is so small compared to electricity and heating demands that it is ne-
glected here. Data from year 2006 was used in the simulations. The yearly electricity
demand in Helsinki was 4.37 TWh and the heating demand 6.60 TWh. [38]

29
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Traditionally in Helsinki, electricity and heat are produced in large centralized power
plants that use mainly natural gas and coal as their fuel. The plants are combined heat and
power (CHP) plants that can produce both electricity and heat with an overall efficiency of
about 80 %. Because of the combined production, there is more electricity produced than
consumed in Helsinki. In 2006, altogether 6.31 TWh of electricity was produced in the
city, and the share of CHP production was 4.93 TWh [39]. In practice, all this Helsinki-
produced energy originates from fossil fuels. In other words, Helsinki produces much more
fossil electricity than it needs itself.

The heat is produced mainly with CHP plants but during the cold days at winter additional
production is needed. For this purpose, there are ten pure heating plants in the city. Seven
of them use oil as their fuel and three of them natural gas. Similarly to electricity, also heat
is thus produced almost in its entirety by fossil fuels. Delivering the produced heat to the
customers, there is an extensive district heating network in Helsinki. It is wide and covers
practically the whole city. 93 % of the heat load of the city is met by district heating [40].
Thus, there is an existing infrastructure to transport not only electricity but also heat energy
everywhere in the city.

4.1.1 Electricity consumption profile

Because no hourly data were available, the consumption profiles had to be made with the
help of the available information. The electricity profile is characterized by daily, weekly
and annual rhythms. The consumption is much higher at daytime than at nights, and at
weekends, it drops significantly. At summer it is smaller than at winter.

The profile (consumption for every hour of the year) is based on two graphs (not numer-
ical data) acquired from energy company Helsingin Energia and the consumption data of
the whole Finland in 2006 (available in numerical form in [41]). Helsingin Energia graphs
showed the electricity consumption of Helsinki in 2010 throughout the year and one typical
load of one week.

The starting point was to fit a cosine curve to the national data. After the wave length
was fixed as one year, the cosine curve is defined by its amplitude, average and phase angle.
The phase angle (i.e. the moment of the maximum consumption) was taken directly from
the national data fit. It is logical to assume that the maximum occurs approximately at the
same time in Helsinki and in whole Finland. The maximum of the cosine was found to be
on 20th of January.

The average (constant term) of the consumption was calculated by dividing the overall
consumption of 4.37 TWh with 8760 (number of hours in a year). It was thus 499 MW. The
last free parameter, amplitude, was estimated based on the yearly graph from Helsingin
Energia. It was chosen to be 100 MW.



CHAPTER 4. ENERGY PROFILES AND CASE STUDIES 31

600

700

800

300

400

500

600

M
W Shift 

(average → 0)

0

100

200

300
M

W
(average → 0)

-200

-100

0

WeekWeek

Figure 4.1: Typical week profile and how it is shifted so that the average is zero.

The cosine tells only the yearly variations. Daily and weekly profiles had to be added
still. This was done with the help of the weekly profile of Helsingin Energia. The numer-
ical values of one weekday, Saturday and Sunday were extracted from the graph, and then
combined as one-week profile (blue curve in Figure 4.1). The values were shifted so that
the average of the week became zero (red curve). The weekly and daily variations were
added to the profile by just summing the shifted week profile (extended to all weeks of the
year) and the annual cosine curve together.

On top of the seasonal variations, momentary perturbations like extreme weather con-
ditions or national holidays were added to the profile. They were taken into account by
calculating the moving weekly average of the national data which was then compared to the
national cosine fit. It was found out how much the average differs from the cosine relatively.
The same relative variations were then added to the Helsinki profile. The variations were
scaled by factor 0.7 so that they were not as striking as on national profile.

The final electricity consumption profile for the city is shown in figure 4.2. The red curve
is the cosine curve on which the daily, weekly and other temporal variations were added.

4.1.2 Heat consumption profile

The heat consumption profile is based on the hourly temperature data of Helsinki Kaisaniemi
meteorological observation station. The data was acquired from the Finnish Meteorological
Institute. The outside temperature is by far the most important factor modifying the heating
demands. The other factor that is considered here are the daily routines of people. At win-
ters, the heating demand is bigger at nights when the sun does not shine and the temperature
is lower. The difference between day and night consumption is however a bit less than what
one could think on the grounds of temperatures. This is caused by domestic hot water use
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Figure 4.2: Electricity consumption profile in Helsinki and the cosine curve on which it is
built.

that is in practice zero at night time. For the same reason, the heat consumption at summers
is higher at daytime than at nights.

The first approximation is that the heat flow through the walls (lost heat) is directly pro-
portional to the temperature difference between the outside air and the inside of the house.
The temperature-dependent heating demand behaves similarly. The domestic hot water use
is assumed to be independent of the outside temperature. These assumptions lead to a curve
like the one in Figure 4.3(a). There is a decreasing linear part when the temperatures are
cold, and after the temperature rises above a certain limit, no space heating is needed and
the function becomes constant that describes the domestic hot water use.

The curve does not take the daily variations into account. This is done with the profile in
the adjacent Figure 4.3(b) that presents the daily variation caused mainly by the hot water
use. The data for the daily profile was extracted from the example graph of one typical day
in Helsinki. The graph was acquired from Helsingin Energia. This daily profile is copied
for every day of a year and then summed together with the profile formed on the grounds
of the temperature data and Figure 4.3(a).

Helsingin Energia offered same kind of annual graph of the heat consumption than it
did with electricity. The temperature–heating demand curve (Fig. 4.3(a)) is defined by
its slope, the turning point and the constant. Based on the real annual graph these three
parameters were fitted. The fitting was made after the daily variations were added on.
Based on the real graph, the minimum of the heat consumption should be about 170 MW
and the maximum peaks a bit more than 2500 MW. The strictest boundary condition was
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Figure 4.3: Background data for creating the heat load profile.
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Figure 4.4: Heat consumption profile in Helsinki.

that the total consumption should match with 6.60 TWh. By fitting the parameters, the
profile in Figure 4.4 was created.

4.1.3 City model and the node-wise profiles

The land area of Helsinki is 213.75 km2. If sparsely populated islands and wooded areas
are excluded (e.g. the new very sparsely built Östersundom area covers over 30 km2), the
area is close enough to 100 km2 so that the city can be modelled with 10 km × 10 km grid.
The grid of this size and one hundred 1 km2 nodes was used for Helsinki.
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Table 4.1: Parameters to define the consumer type densities.

Parameter d0,i (MW/km2) αi (1/km2) r0,i (km)
Office 4.167 0.06 0

Manufacturing 0.833 0.02 12
Households 0.565 0.006 3

The electricity and district heating networks were made with the method that connects
the node to the second closest node from the base node (see Section 3.1.1). The city center
was located at the point (3 km, 3 km) so that it is in the south-west corner of the city. The
electricity and heat networks are represented in Figure 4.6.

The consumption profiles (Figures 4.2 and 4.4) were divided among the nodes according
to Section 3.1.3. The parameters of the Gaussian densities in Equation 3.1 are represented
in Table 4.1. The densities are given as megawatts of electricity per square kilometer, which
means that the temporal base profiles hi in Equation 3.2 are dimensionless. They just tell
relatively how the consumption behaves during a day. The densities were made mainly
according to electricity but they were used with the heat profiles as well. The absolute
value of the densities are not exactly what it will be in the final node-wise profiles, because
Equation 3.4 scales the values finally so that the sum of the node-wise heat consumption
values match with the real heating demand of the city. The consumer type-wise energy
densities di are shown in Figure 4.5(a) and the temporal base profiles hi for electricity in
Figure 4.5(b). The base profiles were scaled so that the average of each of them equals one.

Figure 4.6 shows how the total consumptions (Figure 4.2 and 4.4) are divided among
the nodes. The same figure shows also how the consumption is concentrated in the city

(a) Densities of different consumer
types as a function of the distance from
the city center.

1.5

2 Office Manufacturing Households

1

1.5

0.5

0
Weekday Weekend

(b) Temporal relative base consumptions of electricity.

Figure 4.5: Background data for dividing the consumption among the nodes.
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center area. The average consumption in the center is about 2–3 times higher than on
the outskirts (for electricity, 7–8 MW/km2 and 3–4 MW/km2 respectively). The annual
variation in heating is much stronger than in electricity. The maximum electrical peak load
is approximately 3 times higher than the minimum load. The same ratio for heat is about
13. The difference shows clearly in figures 4.2 and 4.4.

(a) Maximum electricity consumption in the nodes. (b) Maximum heat consumption in the nodes.

(c) Average electricity consumption in the nodes. (d) Average heat consumption in the nodes.

Figure 4.6: Maximum and average consumptions of the nodes in Helsinki case. Spatial
resolution is 1 km × 1 km and power densities are given as MW/km2. Energy networks
are shown by black lines. One should notice that the color scales in heat graphs (right-hand
side) are not same.
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4.1.4 Case studies

Reference case. In the Helsinki reference case, no production is located within the grid
area. Thus all electricity and heat are imported from the base node. In other words,
one node takes care of the whole consumption of one energy type. This imitates the
situation where the energy is produced at large centralized power plants.

Large scale wind power. In the first renewable energy case, there was a large scale (hun-
dreds of megawatts) offshore wind farm was located on the sea area south from the
city. The annual wind production profile is represented in Figure 4.7. The four-week
moving average curve in the figure shows that the turbines produce more electric-
ity at winter than at summer. Because of this, there is a small positive correlation
between the energy consumption and wind production, although wind production is
very intermittent.

The purpose is to investigate how much wind power could be installed in the system
so that no overflows occur (comparison with the reference case). The location of the
wind power connection affects a lot to the amount of potential wind capacity, which
why different locations in the grid are tested. It is studied how much the capacity
could be increased if the production that exceeds the flow channels is converted into
heat (by electric resistance or heat pumps) and then fed into the heating network.

Solar cells and electric vehicles. In practice, wind power at least in large scales is central-
ized production. Solar energy however is not. It can be integrated quite easily into the
urban structure. For example roofs offer lots of free and sunny space to be utilized
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Figure 4.7: Electricity production curve of 100 MWp wind power park and its four-week
moving average.
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in solar energy production. In opposite to wind power, solar energy production is
strongly concentrated in the summer time. This shows clearly in Figure 4.8.

Network-wise, the PV cells should be installed according to the consumption, i.e. more
cells in the high-consumption areas. This would minimize the spatial transportation
needs. However, the problem may be that the physical area is limited. If the city
center has not enough free space for the cells, they have to be located outskirts of
the city which can then cause overflows in the grid. The location of the cells and the
overflows are studied.

Plug-in electric vehicles may be one solution to the overflow problem. Smart recharg-
ing of them could transform the energy balances conveniently. This is option also
investigated.
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Figure 4.8: Electricity production curve of 1 MWp photovoltaic cell installation and its
four-week moving average.

4.2 Shanghai

Shanghai differs greatly from Helsinki in many ways. Shanghai is a southern (31◦N) me-
gacity with population over 23 millions. The most densely populated districts have popula-
tions over 40,000/km2. Such huge amounts of people require a lot from the energy system.

In Helsinki, the total energy consumption consisted of electricity and heat (fossil fuel
traffic is not considered in the thesis) and cooling load was assumed to be so small that
it could be dismissed. In Shanghai however, the situation is completely different. The
summers are so hot that the cooling of the buildings forms an essential part of the energy
consumption.
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Data from year 2004 was used as input for the model. The electricity consumption was
82.1 TWh. Detailed data on the heat and cooling consumption was not available except
some maximum values [42].

4.2.1 Electricity consumption profile

The hourly electricity consumption profile of Shanghai is based on data extracted from two
graphs. The first of them tells the monthly peak and off-peak values of electricity con-
sumption [42] and the second one describes the daily variation in electricity consumption
[43]. The rough hourly data for the whole year was got from the monthly data of peak and
off-peak consumption by spline interpolation. This produced hourly upper and lower limits
of the consumption (Figure 4.9(a)). The daily variation curve (Figure 4.9(b)) was then used
to get the final profile. For each hour, the final consumption between the peak and off-peak
curves was chosen in relation to the daily variation curve. This means that every day the
consumption of the 10th hour (the hour with maximum value at daily variation curve) was
designated to be the value at peak curve in Fig. 4.9(a). Respectively, the fourth hour of a
day got its consumption value from the off-peak curve.

The final consumption profile is shown in Figure 4.10 with light green line. 82.0 % of
cooling and 43.7 % of heating load are satisfied with electrical chillers and heaters [42].
Their share is included in the green curve. In the model however, different energy types
must have their own consumption profiles. Because of this, there is another graph in the
same figure (blue curve) that shows the pure electricity consumption i.e. the one from which
the load caused by heating and cooling has been reduced. How the heating and cooling
loads were created, is represented in the next section. The annual consumption of electricity
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Figure 4.9: Background data for Shanghai electricity consumption.
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Figure 4.10: Electricity consumption profile of Shanghai. The blue line is the consumption
without the electricity used in heating and cooling purposes. The green line takes also
heating and cooling electricity into account.

without heating and cooling is about 65 TWh.

4.2.2 Heating and cooling load profiles

The heat and cooling profiles that were created for the simulations are based on the tem-
perature data from Shanghai in 2004 [44]. The data consisted of the highest and lowest
temperatures of each day. It was assumed that the highest temperature during a day is
achieved at 2 pm and the lowest one at 3 am. This produced two data points for each day,
and the spline interpolation was used to get hourly values.

The hourly temperature data was turned into heating and cooling loads. For this purpose
a graph from [45] was used. The data is represented in Figure 4.11. The graph shows the
energy performance of earth-to-air heat exchangers as a function of ambient temperature.
It is a good approximation for relative heating and cooling loads with regard to the tem-
perature data. The original heating graph (red curve) in [45] decreased to zero at higher
temperatures, but in order to take the domestic hot water use also at summers into account,
the graph was raised so that it levels out as a positive constant at higher temperatures.

Figure 4.11 was applied to create the preliminary heating and cooling load profiles which
were scaled so that the overall heating and cooling consumptions matched with the refer-
ence values. 82 % of cooling in Shanghai is done by electrical devices [42]. In 2004, the
peak electric load of air-conditioning in Shanghai was 6,860 MW [46]. It was assumed that
this cooling load was satisfied by heat pumps with COP = 3. These numbers state that the
maximum peak of all cooling energy demand is 3× 1

0.82 × 6,860 MW = 25,860 MW.
In [47], it is represented that the cooling load is approximately two times bigger than

the heating load in Shanghai (66.27 kWh/m2 and 36.95 kWh/m2 respectively). Based on
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Figure 4.11: Specific energy performance of earth-to-air heat exchangers as a function of
ambient temperature [45].
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Figure 4.12: Cooling and heating consumption profiles in Shanghai.

this, the heating profile was scaled so that the annual heating energy consumption is about
half of the cooling consumption. The final profiles can be seen in Figure 4.12. The overall
cooling consumption of the year is 47 TWh and heating consumption 24 TWh.

4.2.3 City model and node-wise profiles

The area of the municipal Shanghai is over 6 000 km2. The majority of the population is
concentrated strongly on a much smaller area. The outskirts of the city have population
density of only a few hundred people per square kilometer. In downtown, the number can
rise up to 50,000.

Shanghai was modelled with a 50 km × 50 km grid with one hundred nodes. The grid
covers most of the city area. The city center lies in the north-east part of the municipality,
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and in the model, it was put to coordinate point 42.5 km, 42.5 km.
Population and energy consumption are strongly peaked at the city center. For this reason,

a 25 km2 node was too large to describe accurately the situation in the central parts of the
city. Therefore, the city center node was divided into one hundred sub-nodes.

Figure 4.13: Shanghai gas network.

The energy networks were created with the same
method as in Helsinki. Every node was connected
to the second closest node from the city center. In
Shanghai four different energy types were examined
(electricity, heat, cooling and gas) but only two of
them (electricity and gas) were assumed to have a
network. In spite of this, a network was created for
all of them as the model requires but heating and
cooling networks were never used. The gas network
is shown in Figure 4.13. The electrical network is
shown with energy consumption distributions in Fig-
ures 4.15–4.16.

Distributing the overall consumptions to the nodes was carried out in the same way as
in Helsinki. The parameters of the consumer type densities di (Equation 3.1) are in Table
4.2. To get the household density to extend to the whole city, a constant term was added to
the original equation. Figure 4.14 shows the relative densities of the consumer types as a
function of the distance from the city center.

The same temporal base profiles hi (in Equation 3.2) were used as in the Helsinki case.
They can be seen in Figure 4.5(b). A fraction of randomness was added to the nodal con-
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Figure 4.14: Consumer type densities as a function of the distance from the city center.
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Table 4.2: Parameters to define the consumer type densities.

Parameter d0,i (MW/km2) αi (1/km2) r0,i (km) constant (MW/km2)
Office 395.8 0.6 0 –

Manufacturing 2.5 0.0004 8 –
Households 4.1 0.03 4 0.6

(a) Peak electricity consumption (whole area). (b) Peak electricity consumption (city center).

(c) Average electricity consumption (whole area). (d) Average electricity consumption (city center).

Figure 4.15: Peak and average electricity consumptions of the nodes in the Shanghai case.
Power densities are given as MW/km2. The left graphs show the consumption in the whole
metropolitan Shanghai and the right graphs in the most central node (the white node on the
left that does not fit to the color scale). The electrical networks are shown by white lines.
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(a) Peak heating consumption (whole area). (b) Peak cooling consumption (whole area).

Figure 4.16: Peak heating (left) and cooling (right) consumptions of the nodes in Shanghai
case. Power densities are given as MW/km2. The values of city center does not fit into the
color scale and is thus given as number. The electrical network is shown by white lines.

sumption profiles. This was not made in Helsinki case, but since now there are many same
type of nodes (with relatively small energy demand in the outskirts), some variation be-
tween them was wanted. A random number between 0.8 and 1.2 was chosen for every node
and the nodal profile was multiplied with this factor.

The final node-wise distribution of energy consumption is visualized in Figure 4.15 for
electricity and in Figure 4.16 for heating and cooling. The figures show also the electrical
network.

4.2.4 Case studies

Reference case. 43.7 % of heating and 82.0 % of cooling demand are met by electrical
heaters, heat pumps or radiators (see Section 4.2.1). Natural gas is another energy
source for heating and cooling. It covers 7.8 % of heating and 4.0 % of cooling en-
ergy [42]. In the reference case, the electricity is produced in large power plants
outside the city, and in the model all electricity is imported from the base node. It is
assumed that all electricity-made cooling is done with heat pumps with COP = 3. For
heating purposes also electric resistance (COP = 1) can be used which why the COP
for heating is assumed to be about 2 in the model. When converting gas into heat,
the COP is set to 1 and for cooling to 0.7. For example, simple absorption chillers
work approximately with COP = 0.7 [48]. The rest heating and cooling are done with
oil and coal. In the model, this energy is taken from the (virtual) heating/cooling
network and its base node.
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Figure 4.17: Electricity production curve of 1 MWp photovoltaic cell installation and its
four-week moving average (red curve) in Shanghai.

Large-scale photovoltaics. First renewable energy case in Shanghai discusses large-scale
PV panel installations. Significant shares of PV power are investigated. In the first
case, despite the huge electrical load, the city achieves the situation where momentar-
ily all consumed electricity is produced by PVs. In addition, a case is studied where
a little overproduction is allowed (at some moments the production may exceed the
consumption).

A PV production curve for Shanghai is represented in Figure 4.17. When comparing
it with the same graph for Helsinki (Figure 4.8), one can see that it is much more
evenly distributed throughout the year, and that also the peak power is not as high.
Main reason for the lower peak production is that the temperatures of the panels
remain cooler in Helsinki and thus higher efficiencies can be achieved.

The intention is to find out how large shares of the overall consumption can be met
by PVs and the magnitude of the overflows that the PV panels cause. Presumably,
overflows will occur at some point when adding more and more PV panels. Another
way to study this is to find out where does the energy that is consumed in the central
city, come from (i.e. how much the outskirts feed the city center).

Trigeneration in the city center. One way to reduce the overflows caused by the heavy PV
installations in the outskirts of the city is to replace some of the outskirt PV capacity
with small-scale trigeneration plants in the city center. The consumption peaks in the
center area are so high that in any case it could be impossible there to install enough
PV panels to cover the whole demand.

It was investigated that if the overflows are born, how much PVs have to be removed
from the overflow nodes. The removed production capacity was replaced with fuel
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cell based trigeneration in the center. The fuel cells use natural gas to produce elec-
tricity with efficiency 0.4 and heat with efficiency 0.4. Cooling is achieved from heat
by absorption chillers working with COP = 0.7.

On top of this avoid-overflows type of approach, another approach was studied. In
this case, the self-use limit of electricity should not be broken. This means that at
maximum, the distributed production can match with the consumption, but no energy
is exported outside the city. The question to be answered is that how much PV panels
it is possible to install if certain percentage of the heating and cooling demand is
covered with trigeneration. In other words, the fuel cell in the city center produces
a fixed share of the thermal energy consumption at each hour. At the same time the
cell produces electricity (the amount is determined directly by heating and cooling
demands). This electricity production affects the available PV capacity.

Finally, it is studied (on top of the overflow reductions) how the trigeneration af-
fects the shares of DEGS produced energy. Because rather same studies were made
for both the pure PV case and the PV case with trigeneration, the results could be
compared mutually.



Chapter 5

Helsinki case study

5.1 Reference case

The simulations in Helsinki were started with the reference case where all energy is im-
ported from the base nodes. The reference case is needed before any analysis of the renew-
able energy cases can be done because it defines the flow channels (equation 3.19) that are
represented in Figure 5.1. The figure shows two strong trunk lines starting from the base
node and many smaller lines branching out of them.

(a) Electricity. (b) Heat.

Figure 5.1: Flow channels in Helsinki case. The colour of the node represents the channel
of the line pointing from the node towards the base node (white nodes). Energy networks
are shown by white lines.

46
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5.2 Large scale wind energy case

The first renewable energy case in Helsinki was the one with a large scale offshore wind
farm connected to the energy system. The purpose is to find out how much wind energy it is
possible to fit in the system and how much it can be increased if part of the wind-produced
electricity is converted to heat.

The farm is assumed to be located at the sea area south of Helsinki. Since constructing
heavy high-voltage lines deep inside the city can be very limited in urban environment, the
first guess for the connection point is next to the sea at the end of the other electrical trunk
line. This is the node at coordinates 2.5 km, 0.5 km, marked with letter A in Figure 5.2.

The geographical location close to sea is one advantage of the point A. Because the
location is at the very end of the heat network, the heat conversion possibilities are there
rather scarce (the network is weak). In this sense, much better place is the node marked
with B at coordinates 2.5 km, 2.5 km. The node lies along the main lines of both networks
and also the electrical network is stronger than at node A (see Figure 5.1).

Same type of a “sweet spot” (along trunk lines in two networks) as B can also be found
in the node marked with letter C. Point C is not anymore close to the wind farm, but as
it is presumable that it will increase the wind power capacity drastically it is taken under
investigation. With respect to both networks, point C lies on the other side of the base node
than point B, which why that they do not affect or disturb each other in any way.

Figure 5.3 shows an example how the wind power connection affects the flows in the
network. The figure represents the case where wind power connection is made to the point B
(node 23, wind turbine icon). The horizontal axis represents the other main line in electrical
network (node numbers 21–28, highlighted in the small network picture in Fig. 5.3), and

A A 

B B 

C C 

Figure 5.2: Options for the location of wind power connection, left: electrical network,
right: heating network.
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on the vertical axis, there are the amounts of flowing electricity.
The pink and light blue areas in the background are the flow channels for each single

section of the whole line. Thus one can see that the flow channels are larger near the base
node (node 28, right end of the horizontal axis). Positive values mean that the electricity is
flowing downstream (away from the base node) and respectively negative values upstream
(towards the base node). The curves in the plot show the minimum flows over the year with
different amounts of installed wind power. The minimum here means the maximum amount
of electricity that is flowing towards the base node. In practice this happens at some time
step when wind production is high and consumption low.

The reference case with no distributed production at all stays always on the positive side,
meaning that electricity is never flowing towards the base node. The more the amount of
wind production increases the more electricity is also flowing upstream (negative flows).
Another point is that adding wind production to a certain node, has no effect on the flows
at the tail side of the grid (below the wind connection point).

All in all, when the curve of the case stays inside the flow channels, overflows do not
occur. But if the wind park is too large (two lowest curves), the electricity transportation
becomes too huge. This creates overflows, and the grid is put under an additional stress
compared to the reference case.
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Figure 5.3: The effect of wind power on the main electrical line. Wind power production is
connected to node 23 (= point B, wind turbine icon). Curves show the minimum flows over
the year (i.e. the greatest flow towards the base node). The light coloured area represents
the flow channels. The line in question is highlighted in the small network picture.
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The conclusion from Figure 5.3 is that point B has capacity for 320 MW of wind power.
Larger wind farms would cause overflows in the grid. This type of investigation was done
to all three nodes (A, B and C), and the results are gathered to Table 5.1. The table includes
the results also from the cases where electricity is converted to heat (COP = 3 or COP = 1)
and sent to the heating network. COP of 1 means in practice that the electricity-to-heat
conversion is done directly by electric resistance. COP of 3 represents heat pumps. The
conversion was located either at the node of the wind power connection alone or there and
at the downstream nodes of it. Upstream conversion is not possible because the upstream
flow channel is already full.

The table shows how much the location in the electrical network (i.e. the strength of the
grid) affects the amount of available wind power. Point B which is closer to the base node
has over three times larger wind power capacity than point A (319 MWp vs. 101 MWp).

An important discovery is the effect of heat conversion and the COP of it. At point A
where the heat grid is very weak, conversion offers only maximum of 52 MWp (approx.
50 %) of additional capacity. Point B has radically stronger heat network, and therefore the
heat pumps (COP = 3) can increase the wind power capacity from 319 MWp to 589 MWp
(85 % more) and direct resistance conversion (COP = 1) to even 1080 MWp (240 % more).

Table 5.1: Wind power capacity and extra heat produced by heat pumps at different con-
nection nodes and with different conversion strategies (HP = heat pumps, conversion), and
the respective shares of wind power in electricity and heat consumptions.

Connection node & Wind capacity Extra heat Share of wind
conversion strategy (MWp) (MW / GWh) elec (%) heat (%)

Point A
• Without conversion 101 – 5.3 –
• HP (COP = 3) at point A 112 33 / 0.24 5.8 0.004
• HP (COP = 3) downstream 145 134 / 17.6 7.4 0.27
• HP (COP = 1) at point A 135 35 / 0.27 7.0 0.037
• HP (COP = 1) downstream 153 53 / 9.6 7.7 0.15
Point B
• Without conversion 319 – 16.7 –
• HP (COP = 3) at point B 570 773 / 281 27.5 4.3
• HP (COP = 3) downstream 589 831 / 332 28.1 5.0
• HP (COP = 1) at point B 1070 769 / 754 38.5 11.4
• HP (COP = 1) downstream 1080 779 / 770 38.6 11.8
Points B + C
• Without conversion 319 + 289 – 31.7 –
• HP (COP = 3) at points B, C 570 + 483 1370 / 464 51.3 7.0
• HP (COP = 1) at points B, C 1070 + 873 1367 / 1293 71.6 19.6
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By dividing the connection among two separate connection points, the capacity may be
lifted to almost 2 GWp.

With resistance conversion, wind power could provide almost 40 % of the total electricity
demand in Helsinki if the farm is connected to point B. With the help of point C, the share
is over 70 %.

The reason, why resistance conversion allows larger wind capacities than heat pumps,
is that the limitations for the conversion at the connection node come from the heat grid.
To produce the same (limiting) amount of heat with electric resistance requires three times
more electricity than heat pumps. With downstream conversion, the situation is not the
same since in that case the limitations are partly due to the electrical network (i.e. how
much electricity it is possible to transport for the conversion).

Wind farms of size 600 MWp or even over 1 GWp are huge and no such farm exists
in the world at the moment. However, the United Kingdom has that kind of a farm under
construction [49].

One significant observation is that the conversion increases the share of wind power also
in electricity consumption quite significantly—even though the flow channels are constant
and momentarily any higher electricity peaks cannot be imported away from the nodes. The
increase happens because the wind production profile is so strongly fluctuating. The higher
peaks are still cut off but many there are many smaller peaks that have room to grow before
the conversion limit strikes them.

Although the wind shares in heat consumption are small compared to the electricity,
they are not totally negligible. 5 % of heat, for example, is already a somewhat significant
step in the transition away from the fossil energy, especially as it originates from a win-
win situation where heat conversion makes it possible to increase the renewable electricity
production at the same time as they produce renewable heat.

Figure 5.4 shows an example how the wind energy is distributed to the city. There are the
shares of wind power produced energy in the cases where the maximum amount of wind
power is connected to point B, which means 319 MW without heat pumps and 589 MW
with them. It shows how the energy flows more downstream than upstream. The case in
question is able to provide some wind-produced heat also for the furthest nodes from the
wind farm connection (about 3 % of the heat demand of the nodes).

5.3 Solar power and electric vehicles

The other main topic in Helsinki was solar power with electric vehicles. This case does not
take the heating network into account. It was assumed that Helsinki wants to add 2 GWp of
solar electricity into its energy system. First question was where the solar panels should be
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(a) Share of wind power in electricity consumption
(320 MW wind farm, no heat pumps).

(b) Share of wind power in heat consumption
(320 MW wind farm, no heat pumps).

(c) Share of wind power in electricity consumption
(590 MW wind farm, with heat pumps).

(d) Share of wind power in heat consumption
(590 MW wind farm, with heat pumps).

Figure 5.4: Share of wind power produced electricity and heat in respective consumptions.
The upper figures represent the case of 320 MW with no heat pumps and the lower ones the
case of 590 MW with heat pumps.

installed and what kind of overflows the installation causes.
Figure 5.5 shows the three different cases how the PV panels could be allocated among

the nodes. The left hand side shows the PV distribution and right hand side the respective
overflows that are caused by the PV production. In the uppermost case, the PVs are allo-
cated according to consumption, and in the undermost case, they are equally everywhere.
The case in the middle is a linear combination of those two cases.

2 GWp of solar electricity is clearly too much for the electrical network. With equal PV
distribution, the city center is not a problem and there are no overflows, but the more distant
areas with weaker network lines can suffer overflows of almost 100 %. Consumption based
allocation produces overflows that are almost as large everywhere, about 30 %. In this case,
the problem on top of the overflows may be that the land use (the share of land area covered
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(a) PV distribution in MWp/km2, consumption based
allocation

(b) Overflows caused by PVs, consumption based al-
location.

(c) PV distribution in MWp/km2, half of them allo-
cated according to consumption and half equally ev-
erywhere.

(d) Overflows caused by PVs, half of them allo-
cated according to consumption and half equally ev-
erywhere.

(e) PV distribution in MWp/km2, equal allocation. (f) Overflows caused by PVs, equal allocation.

Figure 5.5: PV distributions (left) and the overflows caused by them (right) in three different
cases.



CHAPTER 5. HELSINKI CASE STUDY 53

(a) Battery capacity at 7 am in the morning. (b) Battery capacity at 12 noon.

(c) Battery capacity at 5 pm in the afternoon. (d) Battery capacity at 11 pm in the evening

Figure 5.6: Battery capacity of 100,000 electric vehicles at four different time steps.

with PV panels) in the city center climbs to about 15 % (with assumption that the cells
produce electricity with efficiency of 20 %).

The overflow problem is tried to solve with smart EV charging. Electric vehicles were
put to recharge so that the overflows could be reduced (the charging strategy is explained
in Section 3.5). The EV simulation was carried out with 50,000 and 100,000 EVs and the
time period was limited to one 5-day week at midsummer (June 20 – June 24). The traffic
of the cars is represented in Figure 5.6 that shows the battery capacity of the cars. Battery
capacity tells directly the spatial distribution of the cars, since it is assumed that each car has
a battery of the same size, 10 kWh. The cars concentrate to the city center for the working
hours and at nights they are spread more widely throughout the city.

The results how the EV charging may affect the situation, can be seen in Figure 5.7.
It shows how the overflows are reduced as the number of cars increases. Already 50,000
cars can significantly ease the overflow stress in the network. The north-east corner drops
already to zero (= no overflows) and the areas with worst situation go from 35 % to about
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25 %. With 100 000 cars, about half of the nodes undergo no overflows at all or they are
very small (under 5 or 10 %). In this simulation, the maximum momentary power of EV
charging was 17 MW.

Figure 5.7(c) has a circular area that does not go to zero because of two reasons. First,
the starting situation (Figure 5.7(a)) is worse. This however does not explain the whole
case, since the overflows drop from 25 % to zero at the city center but on that circular area,
the drop is only 10 percentage points or a bit more. The other reason is that the worst
overflows happen normally at noon when the sun shines brightly. At that time, the cars are
concentrated to the city center (Figure 5.6(b)) and the charging capacity of the circular area
is thus much weaker.

The case where the solar cells were allocated equally everywhere was also studied, but
the overflow situation in that case was such that even 100,000 cars could not bring any ad-
vantage. The maximum overflow peaks stayed as high as they were before the EV charging.
The reason for this was that the batteries of the cars were already full during the highest so-
lar production peaks. Increasing the number of the cars or the size of their batteries could be
one solution but maybe a better way would be developing smarter charging strategies. The
strategy used here did not take the time when the maximum production peaks occur into ac-
count. The cars were recharged if there were overflows (even tiny ones) springing up. The
case drifted to a situation where the batteries were already full but the highest production
peaks were not reached yet. With a charging method that could forecast the moment of the
maximum overflow, it would be possible to recharge at the right time and not just naively
once even small overflows are born.
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(a) No EVs

(b) 50,000 EVs

(c) 100,000 EVs

Figure 5.7: Maximum overflows at one midsummer week and the effect of smart EV charg-
ing on them. Consumption based PV allocation.



Chapter 6

Shanghai case study

6.1 Reference case

The simulations were started from the reference case, which included conversion from elec-
tricity to heat and cooling. The reference case defines the flow channels. Shanghai has two
networks that were studied, electricity and gas. The gas network was assumed to be strong
enough to transport all the gas needed, and thus the only flow channel limitations come
from the electrical grid. The channels are represented in Figure 6.1.

Figure 6.1: Flow channels of Shanghai electrical network. The colour of the node represents
the channel of the line pointing towards the white base node. The network is shown by white
lines.

56
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6.2 Photovoltaics scheme

The first target was to add so much solar production to Shanghai that momentarily their
production equals the consumption of the city. This case is called “PV 100 %”. This kind
of a self-use limit (no PV-produced electricity exported outside the city) sets the amount of
possible solar power installations to 19.3 GWp. How the PV panels are allocated for the
nodes, is represented in Figure 6.2(a). 19.3 GWp is a huge amount (about half) compared
to the current amount of PV installations in the world (see Figure 2.4). This fact reveals
how much capable and unused potential for solar energy there is still in the world.

With 19.3 GWp in Shanghai, 21 % of the electricity consumption (including electricity
for heating and cooling) is covered by PV. Because part of the heating (43.7 %) and cooling
load (82.0 %) is covered with electricity, some of this energy originates from the solar pro-
duction. When calculated all electrical, heating and cooling energy demands together, 18 %
of this total energy comes from renewable sources. The term total energy thus includes all
final energy consumption except traffic that is not studied in this thesis.

“PV 100 %” case does not cause any overflows (figure 6.2(b)). This suggests that even
more PV power could be installed in the system. Figure 6.3 shows the electricity that is
imported from outside to the city (i.e. the electricity that is produced by some other means
than PV). At 1020th hour (= at noon on 12th of February) the imported electricity goes to
zero which means that all electricity demand is met by photovoltaics. However the graph is
very fluctuating (only few high peaks) and if a few peaks would be allowed to exceed the
self-use limit, radically more PV power could be installed.

Another case was studied where 1 % of produced PV electricity is exported away from

(a) PV distribution in MW/km2. (b) Maximum overflows caused by PVs.

Figure 6.2: Solar cell distribution and maximum overflows in case “PV 100 %” where
19.3 GWp were installed in Shanghai energy system.
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Figure 6.3: Imported electricity (electricity produced by some other means than PV)
throughout a year in case “PV 100 %”.

the city. In this case, the PV capacity rose to 28.6 GWp which is 148 % of the PV amount in
“PV 100 %” case. For this reason this case is called “PV 150 %”. This amount of PV panels
could cover 31 % of the electricity consumption and 27 % of the total energy consumption
of the city. All these numbers are gathered with the trigeneration cases of the next section
to Table 6.1 on page 63.

Figures 6.4 and 6.5 depict the case “PV 150 %”. Figure 6.5 shows how some peaks
exceed the self-use limit and some energy is exported away from the city. Figure 6.4(a)
shows that the PV density is almost 18 MWp/km2 in the city center. This is rather small
compared to the highest values studied in Helsinki (Figure 5.5(a)), so the physical space for

(a) PV distribution in MW/km2. (b) Maximum overflows caused by PVs.

Figure 6.4: Solar cell distribution and maximum overflows in case “PV 150 %” where
28.6 GWp were installed in Shanghai energy system.
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Figure 6.5: Imported electricity (electricity produced by some other means than PV)
throughout a year in case “PV 150 %”.

the panels should not be a problem. The problem however may be the fact that most distant
parts of the city suffer momentarily high overflows (Figure 6.4(b)). The production peaks
there are thus too high compared to the consumption.

Figure 6.6 shows in average where the electricity is produced that is consumed at the
center node. The average consumption of the center node is about 1800 MW, major part of
which comes from outside the grid (1600 MW). Local PV panels produce 85 MW and the
rest is transported from other nodes. The most distant nodes provide almost 4 MW each
for the center node; where as the neighbouring nodes of the center can achieve only 2 MW.

Figure 6.6: Production distribution of electricity which is consumed at the Shanghai center
node in case “PV 150 %” (average power throughout a year).
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This shows how much there is overproduction in the outskirts.
There is a slight mismatch between Figures 4.15(c) and 6.6 concerning the average center

node electricity consumption. Figure 4.15(c) shows that it is 57 MW/km2 × 25 km2 = 1425
MW, which is smaller than 1800 MW mentioned previously in this section. The difference
is due to Figure 4.15(c) does not take the electricity that is converted to heat and cooling
into account but Figure 6.6 does.

6.3 Trigeneration in city center

The city center has a very high consumption peak and it is not possible to produce there so
much solar power that it would satisfy the local demand. The panels require land or roof
area which is always limited. Distributed energy production was however wanted there,
which why a fuel cell based trigeneration system was installed in the city center. City
center means here usually the nine nodes in the north-east corner of the city, i.e. the ones
around the center point at coordinates 42.5 km, 42.5 km.

6.3.1 Replacement of photovoltaics to avoid overflows

The first case with trigeneration system in the city center is called “PV+trig 150 %” since
the starting point was case “PV 150 %”. The overflow problems born there were solved
by removing some PV panels from the overflow areas and by replacing their production
capacity with trigeneration production in the center node (only one node, not the whole
center of 9 nodes). The electrical power of the trigeneration system was set to the maximum
production of the removed panels. In this case it was 140 MW (which is smaller than the
nominal power of the removed cells 263 MWp).

Because a fuel cell with 140 MW electrical output is quite small, it can be operated on
full power throughout a year. Heat and electrical efficiencies of the cell are 40 %, and thus
the cell produces every hour 140 MW of heat and electricity. Cooling is not done at all,
since all thermal energy may be used for heating purposes. This way, the system may be
thought to be more traditional cogeneration fuel cell plant without absorption chillers.

Figure 6.7 shows relatively how the production capacity is changed compared to “PV
150 %” case (Figure 6.4. Figure 6.8 reveals that the overflow problem was solved by this
kind of a minor relocation of production. The center node has room for large-scale dis-
tributed generation due to its high consumption, and thus the added 140 MW had no visible
effect.

By replacing fluctuating solar power with constant fuel cell production, the amount of
produced energy increases. This can be seen in Table 6.1. Total share of distributed energy
has risen about 6 % (from 26.5 % to 28.1 %), and the share of distributed electricity has also
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Figure 6.7: Relative change in electric-
ity production capacity between cases “PV
150 %” and “PV+trig 150 %”.

Figure 6.8: Maximum overflows caused by
case “PV+trig 150 %”.

increased almost 4 % (from 31.1 % to 32.2 %). These numbers are quite large compared to
the fact that the solar power production replaced by fuel cells was only about 0.5 % of the
whole PV capacity.

6.3.2 Photovoltaics in addition to large scale trigeneration

The trigeneration cases of this section do not break the self-use limit that was considered
previously also with PV-only cases in Section 6.2. Figure 6.9 shows how much PV power
fits to the energy system without breaking the self-use limit of electricity production if cer-
tain percentages of the cooling and heating demand are satisfied with trigeneration. The
horizontal axes represent the shares of respective energy consumption that is met with tri-
generation at each hour.

The self-use limit of PVs without trigeneration was 19.3 GWp (Section 6.2) which is the
highest point of the graph in Figure 6.9. The effect of cooling production on the electricity
is much stronger than the one of heating. This is due to two reasons. First, the cooling load
is larger than the heating load, and second, one unit of produced cooling energy produces
more electricity than the same amount of produced heat. Because the COP when converting
heat into cooling is 0.7, one unit of cooling produces about 1.4 (≈ 1

0.7 ) units of electricity.
Heat and electricity are produced with 1:1 ratio.

The radical drop at around 83 % share of trigeneration heat occurs because at this point
the electricity produced with trigeneration exceeds already the self-use limit. This happens
on 20th of January at 4 am (460th hour of the year). This is a night time moment, so there
is no PV production then. Thus, adding some PV power would not make the situation any
worse, but the self-use limit is still broken. It is not possible to define the amount of PV
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Figure 6.9: The amount of PV production that fits into the energy system without violating
the self-use limit of electricity as a function of the shares of trigeneration energy in heating
and cooling load in the city center.

that would break the limit already broken. The values however are marked as zeros in the
graph.

Two points from the figure were chosen under more thorough inspection. These were the
case where 25 % of heating and 25 % of cooling are made with trigeneration, and the case
with the corresponding percentages 50 % and 50 %. The cases are called “Trig 25–25” and
“Trig 50–50”, respectively. These two cases are represented in Table 6.1 with the PV cases
studied previously.

Making 25 % of the thermal energy in the city center with trigeneration systems (case
“Trig 25–25”) means that the electricity production capacity of the fuel cells in the city
center is 3.7 GW. A fuel cell installation of this size allows 16.0 GWp of PV panels in
the city without breaking the self-use limit. If the trigeneration percentage in the center is
increased to 50 %, the PV capacity drops to 9.3 GWp. PV capacities of this size are huge
when comparing to the current installations in the world (Fig. 2.4).

The greatest advantage of trigeneration systems relates to the shares of distributed energy
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in the whole energy consumption. When assuming that the self-use limit is obeyed, the PVs
could provide 21 % of the electricity, and about 18 % of the total energy consumption. Both
of these numbers could be increased to over 31 % with the fuel cell trigeneration in the
center.

Table 6.1: Results of distributed PV and trigeneration cases in Shanghai

Case* PV PV share of Trigener. Share of DEGS in
(GWp) elec (%) elec (GW) elec (%) energy (%)

PV 100 % 19.3 21.0 – 21.0 17.9
PV 150 % 28.6 31.1 – 31.1 26.5
PV+trig 150 % 28.4 30.8 0.14 32.3 28.1
Trig 25–25 16.0 17.8 3.7 27.9 28.4
Trig 50–50 9.3 10.5 7.3 31.1 31.5

*The percentage in three topmost cases refer to self-use limit of electricity and the numbers in two undermost
cases are the shares of heating and cooling demands (respectively) satisfied with trigeneration in the city center.
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Summary and conclusions

This work presents a simulation model for smart multiple energy carrier networks. Different
energy carriers (electricity, district heating, natural gas, electric vehicles etc.) are modelled
interactively to enable large-scale penetration of distributed, renewable and intermittent en-
ergy sources into the present energy system. One of the main advantages having interacting
energy networks is the possibility to solve bottlenecks occurring in some network through
utilizing the other ones. This method also allows to study the energy system as a whole
with the emphasis more on the final energy use rather than on energy production only.

In the simulation model the urban area is divided into nodes that represent suburbs, blocks
of houses or even single buildings in the city. To each node a consumption and production
profile of the energy carriers is attached. Nodes are interconnected by energy networks.
The model makes it possible to track spatially the energy flows in the whole city area.

The model presented here proved to describe spatial and temporal energy profiles and
their variations of a whole city conveniently. It is a good tool for analyzing interacting en-
ergy carriers and the increased flexibility of the energy system they bring along. Despite
the several dimensions of the model, the calculation times remained fairly short, in yearly
simulations a few minutes at most. One major reason for this was that any iterative calcula-
tion methods were avoided, which meant for example that the energy networks have to be
loopless.

Another point that kept the model simple is that all energy carriers are measured in same
units (MW, MWh). This sets its own limitations to the model, but on the hand, if one wants
to know for example the voltage fluctuations of the electric grid, they can be calculated as
the energy flows are known. One proof of the functionality of the model was the connection
with an external EV simulator.

The program was used to study renewable energy integration in Helsinki and Shanghai.
In Helsinki case the question was to find out, how much renewable energy (wind and solar
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power) could be installed in the present energy system and how much this share could be
increased when employing smart conversion or electric vehicle recharging strategies. In
Shanghai the interest was on solar power and local small-scale cogeneration technology.

The results suggest that by enabling electricity-to-heat conversion (electric resistance or
heat pumps connected to the district heating system) in Helsinki, it could be possible to
increase the capacity of wind power by more than 3-times over a reference system without
any conversion. The wind power capacity is strongly dependent on where the wind power is
connected to the electrical network and by which technology the electricity-to-heat conver-
sion is done. It was found that the Helsinki energy system could allow through an optimum
multi-energy carrier strategy wind power capacity corresponding to even beyond 70 % of
all electricity consumption and almost 20 % of the heat on a yearly level.

Another important finding in the Helsinki case was that smart recharging strategies with
plug-in electric vehicles could significantly ease the stress that large-scale solar cell instal-
lations cause to the electrical network. It was found that 100,000 plug-in hybrids in the city
could reduce the overflows created by 2 GWp of solar cells by over 50 %. In several areas,
the overflows were cancelled completely, but this requires also smart spatial distribution of
PV production. However, the recharging strategies need to be more predictive for optimal
timing of the charging capacity.

In the Shanghai case, the energy system could enable solar power up to the so-called
self-use limit of electricity. This means that there is a moment in time when all electric-
ity demand of the city could be met by solar power. This would mean a PV capacity of
19.3 GWp. The solar production would cover then about 20 % of the annual electricity
demand. If the PV systems were scaled up to 150 % of the self-use limit, the grid would
be too weak to transport all produced electricity. However, replacing only 1 % of the PV
power capacity with trigeneration in the city center would solve this problem, and the share
of distributed electricity production could stand for about 32 % of the annual electricity
demand.

Trigeneration proved to be an interesting option for Shanghai city center where the con-
sumption is so high that it would be impossible to find enough space for photovoltaics to
cover the demand. Another advantage of the trigeneration is that it increases the distributed
heating and cooling energy production. With photovoltaics, trigeneration could lead to a
situation where over 30 % of all energy (electricity, heating, cooling) demand were satisfied
with these technologies and without exceeding the self-use limit of electricity. With PVs
only, the share remained below 18 %.

The model presented here is generic by nature and easily modifiable. Although it fit
rather well for its purpose on this work, there are several suggestions for improvements.
More powerful tools for optimization and economic analysis could be added as well as
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other new energy technologies. The calculation speed and usability of the program could
be further enhanced as well.

Several interesting cases were left outside this thesis, for example storage optimization of
energy. Different storage technologies will definitely be very important for sustainable en-
ergy scenarios and would be worthwhile to investigate. For example, electricity for heating
could be stored in thermal energy form also in the cities without the interfacing of district
heating. Electricity for cooling purposes could be stored as chilled water.

The role of e-mobility to balance the energy system would also deserve a more detailed
analysis. Here, only plug-in-vehicles enabling battery charging was considered. Next step
would be to add the option for vehicle-to-grid solutions where electricity would flow in both
directions between car battery and grid.

Finally, electricity-to-gas conversion technology may be a future option to consider. For
the cities with extensive natural gas network, electrolysis-type of solutions could provide
same kind of advantages as electricity-to-heat conversion. Besides, the conversion of gas
back to electricity is much easier than that of heat.
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